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A theoretical study on atomic structures and electronic properties of the interface between GaAs and

HfO2 is reported. The intrinsic gap states are mainly originated from Ga dangling bonds, partial

Ga-oxidation, and As�As dimers in the reconstructed interface structures. Si passivation interlayer

can introduce two types of Si local bonding configuration of Si interstitial or substitutional defects

(SiHf). SiHf–passivated interfaces are found to be energetically stable and can suppress the interfacial

flat bandgap state stemming from partial Ga-oxidation into the valence band of bulk GaAs.

Furthermore, gap states near the conduction bandedge are partially reduced. With the increase of Si

concentration at the interface, the charge state of interfacial Ga decreases from þ1.26 to between

þ0.73 and þ0.80, and this change shows a Ga oxidation state transformation from Ga2O3 (þ1.7) to

Ga2O (þ0.52) states. The metastable Si interstitials also eliminate Ga2O3-oxidation state and creates

Ga2O-like Ga charge state at the interface. However, the gap states near the conduction bandedge

cannot be passivated by substitutional (SiHf) nor by interstitial (Sii) silicon. The detailed nature of

the gap states examined in this modeling study would facilitate further development of interface

passivation and the optimization of Si-passivation layers. VC 2011 American Institute of Physics.

[doi:10.1063/1.3554689]

I. INTRODUCTION

GaAs has been of great interest as high performance

channel material in metal-oxide-semiconductor field effect

transistors (MOSFETs) because of its higher mobility and

higher breakdown electric field compared to Si-based devi-

ces. The higher mobility leads to faster complementary MOS

(CMOS) logic operation; higher breakdown field supports

higher power/temperature applications; and band structure

engineering would offer design flexibility. However, a major

obstacle for integrating GaAs into MOS devices is the poor

interface quality between channel and gate oxide leading to

Fermi level pinning. The interface density of states (Dit) of

GaAs/HfO2 interface can be reduced to 1011 cm�2 eV�1

(Refs. 1 and 2). Compared to that of the Si/SiO2 interface3

(1010 cm�2 eV�1 or less), GaAs-induced Dit is still too high

to be operable. A field effect transistor requires the gate field

to be able to sweep the Fermi level across GaAs’s bandgap

to vary the carrier densities, and the poor interface quality

requires higher gate voltage to unpin the Fermi level as well

as reduces the device reliability. Intensive research effort has

been devoted to investigate the origin of Fermi level pinning

effect and to search for optimum passivation schemes to

improve the interface quality.4–7

To gain an understanding on the interface gap state for-

mation and the Fermi level pinning, GaAs surface electronic

structures have been previously studied under oxidation con-

ditions. Fermi level pinning8 upon GaAs surface oxidation

has been attributed to oxygen-induced displacement of sur-

face As atoms9,10 and AsGa antisite defects.9,11 Nevertheless,

compared to GaAs surface, the high-k/GaAs interface is sup-

posed to show a more complicated pinning mechanism due

to many possible interface bonding configurations. Unlike

the Si/SiO2 interface with high thermal stability and low den-

sity of gap states due to the nature of partially covalent tetra-

hedral bonding Si�O, high dielectric constant (j) oxides

such as HfO2 (Ref. 12) and Pr2O3 (Ref. 13) have primarily

ionic bonding with variable atomic coordination numbers.

Such ionic bonding in high-k dielectrics would lead to vari-

ous Ga(As) oxides at the interface with different charge

states of interfacial Ga and As. In GaAs side, Ga (As) has

fractional charge of 0.75 (1.25 e), which make the Ga (As)

bonds very hard to be passivated. Conventional Si/SiO2

interface passivation method is not suitable for GaAs/high-k
interface. Additionally, these various charge states cause

many possible structural disorders such as dangling Ga (As)

and As�As bonds so that a significant amount of interfacial

gap states would be expected to be present. Consequently,

the interfacial stability may be reduced; nevertheless, this

problem could be decreased by introducing passivation

layers such as Si into the interface. Besides the intrinsic com-

plexity of the interface atomic structures, native oxides such

as GaxO and AsxO and the interdiffusion of As and O may

appear as well during the gate dielectric deposition.14

As-oxides can be removed by HF and (NH4)OH surface

treatments15 or recently by atomic layer deposition (ALD).16

Residual Ga�O bonding becomes very stable. It is therefore

important to clarify the role of Ga atomic bonding at the

interface. As this problem is not fully understood yet, many

experimental efforts have been attempted to clarify the inter-

face properties.15–17 It has been reported that the Fermi level

pining is due to the presence of the native oxide Ga2O3
a)Electronic mail: kjcho@utdallas.edu
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(Ga3þ), and that the unpinning of the Ga2O3/GaAs system

has been attributed to a Ga2O/GaAs like interface in which

the Ga and As surface atoms are restored to near-bulk charge

states. We have recently found18 has found that the gap states

mainly arise from As�As dimers, Ga-O partial saturation,

and Ga (As) dangling bonds. The subsequent analysis of

charge transfer shows that the different interfacial Ga�O

bonding drives various charge states of Ga such as 3þ, 1þ
and intermediate states. In addition, the As�As dimers and

Ga (As) dangling bonds may occur due to the complicated

nature of reconstructed interfacial bonding. Note that XPS

data on GaAs/HfO2 interface have shown As�As bonding in

annealed samples which are consistent with the As�As

dimer reconstruction in our model interface.16–18 All these

above structural disorders may be responsible for the interfa-

cial gap states (Refs. 15–18).

Based on the experimental and theoretical understanding

on the origin of gap states, some interfacial control layers

such as Si, Ge, and Si/Ge are used in experimental studies to

passivate GaAs related interfaces.19–21 Using Si passivation

layer, Hinkle et al.17 found that the high charge state of inter-

facial Ga species (Ga3þ) was reduced to Gaþ. The reduction

of the charge state of interfacial Ga species reflects the effect

of Si passivation, as the frequency dispersion of capacitance

faded when Ga2O3 (Ga3þ) is removed from the interface.

However, the mechanism of this unpinning remains unex-

plained, as the physics behind the charge state change from

3þ to 1þ is unknown and the impact of other structural dis-

orders is not clearly understood as well. Consequently, an

understanding on the interfacial atomic bonding and the

mechanism of Si passivation at the GaAs/HfO2 interface is

needed to elucidate the interface atomic and electronic

properties.

For this purpose, we have performed first-principles

density functional theory (DFT) study of GaAs-HfO2 inter-

face with controlled silicon passivation at the interface.

This paper is organized as follows. In Sec. II, we discuss

the computational method used in DFT calculations. In

Sec. III, we first investigate the origin of gap states at the

GaAs/HfO2 interface. Second, the atomic bonding of GaAs/

HfO2 with Si passivation is explored with controlled atomic

scale interface structures. In the third part, we focus on the

stabilities of interfaces with various Si local bonding. In

part four, we study the impact of Si passivation on the

interfacial electronic properties. The last section is our

conclusion.

II. COMPUTATIONAL METHODS

Our calculations are based on the density functional

theory (DFT) method with the PW91 version of the general-

ized gradient approximation (GGA), as implemented in a

plane-wave basis code VASP.22 The pseudopotential is

described by projector-augmented-wave (PAW) method.23 An

energy cutoff of 400 eV and an 8�8�1 k-point with a C cen-

tered k mesh are used in our calculations. The ionic force is

converged to 0.02 eV/Å in the atomic structure optimization.

We used a slab model of cubic HfO2 on GaAs with

Ga�O bonding at the interface since a stable interface termi-

nated with Ga�O bonds was observed experimentally.24 In

this model, a 10 Å thick vacuum region without the dipole

correction is adopted to avoid the interaction between the

slab and its images. The bottom atomic layer of the slab (Ga)

is passivated by pseudohydrogen to saturate the dangling

bonds. Meanwhile, for the top atomic layer (HfO2) of the

slab, half of the oxygen atoms are removed to generate an

insulating HfO2 top surface. Thus, the passivation of the top

(HfO2) and bottom (GaAs) surfaces ensures that all the gap

states originate from atomic interactions at the interface. The

GaAs slab is 27.16 Å thick with 10 layers of Ga (40 Ga

atoms) and 9 layers of As (36 As atoms), while the HfO2

slab is 13.42 Å thick with 5 layers of Hf (25 Hf atoms) and 6

layers of O (55 O atoms). For the supercells of our interface

models, the atomic positions are fully relaxed and the super-

cell length is re-optimized to GaAs lattice constant, and

HfO2 is strained less than 0.3%.

Since the bulk terminated surface of HfO2 slab contains

10 O atoms in the model interface supercell, which is non-

stoichiometric and represents the interface growth under ox-

ygen rich condition, it is denoted as “O10” model interface.

However, interfacial oxygen content varies with respect to

ambient oxygen pressure during the oxide growth.25 Forma-

tion energy versus oxygen chemical potential was investi-

gated to study the stabilities of interfaces with various

interfacial oxygen contents. It was found that O10 interface

only exists at extreme O-rich condition based on our previ-

ous study.18 Disregarding the extreme O-rich limit, interfa-

ces with less interfacial oxygen atoms display higher

stability than O10 interface. Specifically, interface O9 (nine

O atoms at the interface) was found to be energetically

favorable within a large range of oxygen chemical potential

(~49%) corresponding to experimental growth conditions.18

In our present work, modeling study is focused on the O9

interface shown in Fig. 1(a).

Amorphous Si (a-Si) interlayer has been considered as a

promising passivation candidate to provide a high-quality

GaAs/HfO2 interface.26 At the atomic level, the Si atoms

stay as either interstitial or substitutional defects at the inter-

face. In the case of substitution, Si may substitute interfacial

Ga (SiGa), As (SiAs), O (SiO), and Hf (SiHf) sites. Our DFT

energy calculation study demonstrates that SiHf is the most

stable configuration, and only Si�O bonds can stably exist at

the interface. Therefore, in this study we focus on investigat-

ing substitutional SiHf at the HfO2/GaAs interface. In the

case of Si interstitials (denoted as Sii), the Si is introduced at

various sites at the interface. For both interstitial and substi-

tutional Si, we gradually increase Si content and investigate

the impact of the Si concentration on the electronic struc-

tures and stability at the HfO2/GaAs interface. For SiHf, we

consider five configurations from one SiHf to five SiHf (which

represent a full monolayer passivation) as in our supercell

model each Hf layer contains five Hf atoms. For Sii, we con-

sider four configurations, one Sii to four Sii in which the

number of Si is enough to show the passivation effect. In

fact, more than four Sii are more likely to produce crystalline

Si behavior which induces tail states within GaAs gap, and

therefore, interfaces with more than four Sii is not included

in the present work.

063704-2 Wang et al. J. Appl. Phys. 109, 063704 (2011)
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III. RESULTS AND DISCUSSION

A. Origin of intrinsic interface gap states

Figure 1(a) depicts the optimized GaAs/HfO2 interface

(O9 model) by the conjugate gradient (CG) method,27 with a

convergence of 0.01 eV/Å. At the interface, the Ga�O aver-

age bond length is 1.97 Å, which is close to that in bulk

Ga2O3 (2.01 Å).28 To determine the oxidation state of inter-

facial Ga, Bader charge decomposition method,29 i.e., zero

flux surfaces to divide atoms, is utilized to compute the

atomic charge distribution. We applied the method to calcu-

late charge states of interfacial Ga atoms. The average

charge state of the interfacial Ga is þ1.45 comparable to

þ1.70 of bulk Ga2O3 rather than þ0.52 of bulk Ga2O. Thus

the interfacial Ga�O bonds have similar character to those

in Ga2O3 which is consistent with what was found experi-

mentally.15–17 In these experimental works, only Ga-subox-

ides (i.e., Ga2O3) exist and As- related oxides are consumed

by the atomic layer deposition (ALD) via a self-cleaning

effect.17 The relaxed structure [Fig. 1(a)] shows the recon-

structed interface in which one Ga�As bond between the

second (As) and the third top layers (Ga) of GaAs is broken

and leaves a Ga dangling bond. Meanwhile, two As�As

dimer pairs are formed resulting from the charge loss of the

interfacial As atoms.

The left and center panels in Fig. 1(b) are the band struc-

ture and the total density of states (DOS) of O9 interface,

respectively. The Fermi level is shifted to 0 eV. At C point

in the band structure, there are six bands within the bulk

bandgap of GaAs. In the lower half of the GaAs bandgap,

there is a flatband that produces a high density of states [refer

to the center panel of Fig. 1(b)] which can lead to Fermi

level pinning. This flatband is induced by the interfacial Ga

atom bonded to As and oxygen (e.g., Ga3). The gap states

located in the upper half of GaAs bandgap show lower den-

sity of states than that in the lower half region and are

induced by As�As dimers and Ga dangling bond [Ga5 in

Fig. 1(b) inset]. The right inset in Fig. 1(b) describes partial

charge distribution within the gap region of bulk GaAs,

which clearly indicates that gap states arise from partial Ga-

(Ga3) oxidation, two As�As dimers and a Ga dangling

bond. Specifically, Ga1, Ga2, Ga3, and Ga4 all contribute

gap states due to their partial oxidation. However, Ga1, Ga2,

and Ga4’s contribution to the gap states are much smaller

than that of Ga3 so that only Ga3’s contribution is clearly visi-

ble in Fig. 1(b) inset. In general, one should note that to obtain

a high quality interface, interfacial As must be restored to its

near-bulk charge state in GaAs. In addition, the Ga dangling

bonds and the Ga-partial oxidation should be avoided as well.

These considerations provide a clue on how to remove the gap

states by different interface passivation strategies.

B. Atomic structures of Sii and SiHf at HfO2/GaAs
interfaces

In this section, we discuss the detailed model

approaches of developing silicon passivated GaAs/HfO2

interfaces. Figure 2 shows the relaxed atomic structures of

various passivated interfaces with SiHf and Sii. Due to the na-

ture optimization method to nearby local energy minimum,

we consider as many defect configurations as practicable.

For instance, in Fig. 2(a), there are five possible Si replace-

ments of Hf sites in the interfacial Hf layer. All of the five

configurations are optimized and only the one with lowest

energy is considered in this study. Figure 2(a) exhibits the

interface with one SiHf labeled as 1SiHf. We have optimized

all the five possible SiHf sites at the interface since there are

five Hf atomic sites for Si to substitute. Figure 2(a) displays

the most stable interface structure with one SiHf. Similarly,

we placed Si at various sites for 2SiHf, 3SiHf, and 4SiHf based

on the interface symmetry. The most stable configurations are

given for each case in Figs. 2(b)�2(e). When SiHf increases

from one to four as shown in Figs. 2(a)�2(d), we found that the

two As�As dimers and one Ga dangling bond remain at the

interface. However, the Ga dangling bond was removed in 5SiHf

interface [Fig. 2(e)]. As a result, As�As dimmers still exist with

a bond length of 2.60 Å. In all substitutional positions, the Si

atom has nearly the same charge as in bulk SiO2, which may

indicate that the presence of nonsilicon second neighbors does

not affect its bonds to neighboring oxygen atoms.

Figures 2(f)�2(i) show optimized atomic configurations

with different amounts of Sii at O9 interface. Interfaces are

referred by the number of Si interstitials (e.g., one Si intersti-

tial is denoted as 1Sii). For the 1Sii interface (Fig. 2f), Si

stays above one As�As dimer and forms As-Si and Si�O

bonds leading to As-Si-As bond formation by breaking the

As�As dimer. For two Si interstitials (i.e., 2Sii), there is no

As�As dimer left due to the formation of As�Si�As bonds

FIG. 1. (Color online) (a) Side view of GaAs:HfO2

interface model (O9). (b) Left and center panels repre-

sent the band structures and total density of states of

interface O9, respectively. The dotted region indicates

the projected GaAs bulk band. The right inset in (b)

shows the partial charge distribution within the bandgap

of bulk GaAs. The Ga, As, Hf, and O atoms are

depicted by light gray, purple, light blue, and red balls,

respectively. Charge is in yellow. The electron density

is 4.0�10�2 e Å�3. Fermi level is set at 0 eV.

063704-3 Wang et al. J. Appl. Phys. 109, 063704 (2011)
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at both As�As dimer sites. The interstitial Si atoms have

also formed Si�O and Ga�Si bonds as shown in Fig. 2(g).

When one more Sii is added into the interface [3Sii in Fig.

2(h)], the Si�Si bonding starts to form leading to a seed for

metastable a-Si phase. The calculated Si�Si bond length is

2.37 Å, which is equivalent to that of bulk Si. Further addi-

tion of Si into 4Sii interface [Fig. 2(i)] has formed more

Si�Si bonds with an average bond length of 2.35 Å. In order

to identify the bonding character of Si, we have calculated

the atomic charge of Si, as shown in Table I. The charge

states of Si in 1Sii, 2Sii, 3Sii, and 4Sii are þ1.04 e (2.96 e),

þ0.86 e (3.15 e), þ1.24 e (2.76 e), and þ1.26 e (2.74 e),

respectively. Comparing the charge of Si in bulk SiO2 (0.86 e,

a quartz phase) and Si (4.00 e), interstitial Si approaches an in-

termediate suboxide state which is consistent with the Si local

bonding configurations.

From the calculated atomic charge of the interfacial Ga

(see Table I), we can see an increasing amount of charge

transfer from Si to interfacial Ga. As the Si concentration

increases, the charge state of interfacial Ga atom gradually

decreases from þ1.24 e to þ0.59 e, which approaches the

charge state of Ga in Ga2O (þ0.52 e). Therefore, the increas-

ing amount of interstitial Si can help the Ga2O3 ! Ga2O

transformation at the interface which is consistent with ex-

perimental observations.17

C. Formation energy of SiHf and Sii

To investigate the thermodynamic stability of the inter-

faces, we have calculated the interface formation energies.30

The lower interface formation energy represents more stable

interface structure which is more likely form during the

GaAs/HfO2 gate stack growth. For a repeated slab structure,

the interface formation energy can be expressed as

Eform¼
Etotal�½nEHfO2

þmEGaþpðEGaAs�EGaÞ�qEsi6llO�
A

(1)

where Etotal is the total DFT energy of the interface supercell,

n, m, q, and p are the numbers of HfO2 bulk units, Ga, Si,

and As atoms, and l is the number of excess/deficient (þ/�)

oxygen atoms (relative to HfO2 stoichiometry). A is the inter-

face area. EGa is the atomic energy of bulk Ga. The top and

bottom surfaces of GaAs in the supercell is terminated by

Ga, and we assume the growth of GaAs is under Ga-rich con-

dition. EAs can be obtained by EAs ¼ EGaAs � EGa. The refer-

ence energy for pseudohydrogen (used to passivate the Ga

bottom surface) is constant for all the interfaces, and thus

this term is omitted in the formula without influencing the

relative interface energies. For the chemical potential of Si at

the interfaces, we have chosen bulk Si since bulk Si was used

in experimental studies.17 We have used the DFT total ener-

gies instead of the Gibbs free energies. We performed the

calculation at 0 K temperature and thus the use of DFT

energy would not significantly change the relative stability of

different interface structures. It is necessary to define O

chemical potential range since it is a variable indicating the

HfO2 growth condition in this study. We have assumed that

the Hf bulk and O2 gas reservoirs are in thermodynamic equi-

librium with the HfO2 thin film (unless the HfO2 thin film

would either grow or decompose). This condition requires

2lO þ lHf ¼ EHfO2
; (2)

where EX and lx are the DFT total energies and chemical

potentials of unit x, respectively. The formation enthalpy

(negative by convention) is defined as

EHfO2
� ðEO2

þ EHfÞ ¼ Hf ; (3)

where EO2 and EHf are the DFT total energies per oxygen

molecule and per Hf atom in bulk Hf, respectively. Because

FIG. 2. (Color online) (a)�(e) depict side views of the

interfaces with Si replacements of interfacial Hf from

one to five, respectively. (f)�(i) Depict side views of

the interfaces with Si interstitials from one to four,

respectively. Ga, As, Hf, O, and Si atoms are repre-

sented by light gray, purple, light blue, red, and dark

gray balls, respectively.

TABLE I. The average charge states of interfacial Ga and Si atoms for O9

and Sii-passivated interfaces are listed. For SiHf interfaces, Ga3 charge state

is presented. Si int. charge also depicts the average charge of interfacial Si

atoms

Interfaces Ga int. charge (þ e) Si int. charge (þ e)

O9 1.24

1Sii 1.26 1.04

2Sii 1.13 0.86

3Sii 0.78 1.24

4Sii 0.59 1.26

1SiHf 0.75 3.10

2SiHf 0.75 3.11

3SiHf 0.73 3.10

4SiHf 0.80 3.10

5SiHf 0.76 3.11

Bulk Ga2O3 1.70

Bulk Ga2O 0.52

063704-4 Wang et al. J. Appl. Phys. 109, 063704 (2011)
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of the fact that the chemical potential for each element can-

not be larger than that of the bulk material (or gas element

phase),31 lo is constrained within the range of

1

2
ðEO2

þ Hf Þ � lO �
1

2
EO2

: (4)

Once the range for the chemical potential of oxygen has

been found (�10.39 eV<lO<� 5.01 eV), the interface for-

mation energy can be expressed as a function of lo, using

Eq.(1). For a typical atomic layer deposition (ALD) of HfO2

upon GaAs, 600 K is normally applied.17 Oxygen partial

pressure is associated with oxygen chemical potential,32,33

lO(T, P)¼ lO(T, P�)þ1/2KT�ln(P/P�), where P and P� rep-

resent pressure at temperature T and 1 atm pressure, respec-

tively. lO indicates oxygen chemical potential. In this case, 1

atm pressure approximately corresponds to �5.5 eV of O

chemical potential.

Substitutional Si induces the strong Si�O bonds at the

interfaces which help to increase the interface stability.

Figure 3(a) shows that the 1SiHf, 2SiHf, 3SiHf, 4SiHf, and

5SiHf interface formation energies gradually decrease over

the whole range of oxygen chemical potential relative to O9

interface. With the increasing of Si substitutional of Hf site,

there are more Si�O bonds which are stronger than Hf�O.

Consequently, the interfaces become more stable. This trend

confirms the role of Si�O bonding in stabilizing the inter-

face which indicates silicon suboxide or Hf silicate forma-

tion at the interface. Figure 3(b) shows the relative stabilities

of the interfaces with different amount of Si interstitials.

With increasing Si interstitials, the corresponding interface

stability increases as shown in Fig. 3(b) inset. Note that 1Sii
interface is 0.005 eV/Å2 less stable than O9 interface, but the

formation energies of 2Sii, 3Sii, and 4Sii interfaces decrease

by 0.003 eV/Å,2 0.013 eV/Å2, and 0.030 eV/Å2 compared to

O9 interface, respectively. Among all these four possible

configurations, the 4Sii interface is the most energetically

favorable. Comparison of the interface energies of Si substi-

tutional and intestinal defects clearly indicates that the Si

substitution is thermodynamically more stable, and most

interface silicon atoms would from Si suboxide or Hf silicate

phases at the interface. However, it is worthwhile to note

that the silicon is deposited as bulk a-Si on GaAs surface

before HfO2 growth in the experiments, and the kinetic bar-

riers would leave some residual silicon bulk phase which

corresponds to metastable Si interstitial interfaces (e.g., 3Sii
and 4Sii).

D. Passivation effects of SiHf and Sii

To operate a field effect transistor, the gate field should

be able to sweep the Fermi level across GaAs’s bandgap and

correspondingly vary the channel carrier density. However,

if there are interface gap states (as shown in O9 interface),

the Fermi level will be pinned, and the gate control will be

lost or require higher voltage to operate. Hence it is neces-

sary to reduce the interface state density by passivation with

diverse elements, e.g., with amorphous Si interlayer. In this

section, we will examine the interface gap states of thermo-

dynamically stable Si-passivated interfaces (SiHf) as well as

metastable interfaces (Sii) which can be formed by kinetic

constraint during the interface formation. We will examine

the details of the interfacial electronic properties and clarify

their passivation mechanisms.

Figure 4(a) shows the band structure (left panel) and the

corresponding total density of states (center panel) of 5SiHf

interface which is the most stable interface in our model

study. The flatband (originating from Ga3 interface atom) in

the lower half region of GaAs gap in O9 [Fig. 1(b)] is now

suppressed into the valence band (VB) of bulk GaAs. Mean-

while, the gap states (originating from As�As dimers and

Ga dangling bond) in the upper half of the bandgap are par-

tially pushed into the GaAs conduction band (CB). Tail

states right below the CB edge still remain, and this partial

passivation effect could be explained by partial charge distri-

bution at the interface [see Fig. 4(a) right inset]. Specifically,

Si atoms have charge of �0.89 e compared to �1.67 e of Hf,

and this different charge can stabilize the charge state of the

interfacial Ga (“Ga3” in Fig. 1). Consequently, the corre-

sponding interface gap states (in the lower half region of

bulk GaAs gap) are suppressed into valence band region. In

addition, based on the Bader charge analysis, As�As dimers

gain limited charge compensation from Si as well as “Ga3”

so that As�As related gap states are less stable and corre-

spondingly partially pushed upward to the CB region.

The electronic structure of metastable 4Sii interface is

shown in Fig. 4(b). The flatband located in the lower half

region of GaAs gap in O9 is removed by silicon interstitial

atoms in the 4Sii interface. In the upper half of the GaAs

gap, there are three tail bands [Fig. 4(b)], and the charge den-

sity plot of the gap states reveals that these three tail bands

originate from the interstitial Si and the Ga atoms. We found

that the Ga atom has an excess charge of 0.22 e compared to

that in bulk GaAs. This excess charge may adjust the local

FIG.3. (a) and (b) are interface forma-

tion energies (Eform) of the various struc-

tures with SiHf and Si interstitials as a

function of oxygen chemical potential

(lo), respectively.
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bonding and produce interfacial gap states. The Sii atoms

behave like a bulk Si since interfacial Si�Si bonds remain

2.35 Å (comparable to that of bulk Si, 2.37 Å). Considering

that Si has a smaller bandgap (1.12 eV) than GaAs (1.42

eV), the interfacial Si can contribute to the CB edge tail

states, as shown in Fig. 4(b).

In Fig. 3, we have shown that the Si substitutional

defects are thermodynamically more stable than the Si inter-

stitials at the GaAs/HfO2 interface. After examining the

most stable substitutional and interstitial defects in Fig. 4,

we now turn our attention to the effect of SiHf density on the

interface gap states. Fig. 5 shows the comparison of total

DOSs of the interfaces with increasing SiHf and O9 interface.

For all the Si-passivated interfaces, the gap states close to

VB maximum are removed, and the gap states within the

upper half region is slightly shifted upward to CB edge.

These DOS analysis clearly shows a partial passivation

effect of silicon, but the gap states are not completely

removed by increasing the Si-passivation density. This indi-

cates that increasing Si amount at the interface is not helpful

in removing gap states, and the 5SiHf interface actually

shows slightly increased gap states compared to 1�3 SiHf

interfaces. From the interface atomic structure analysis

(shown in Fig. 2), the residual gaps states are contributed

from As�As dimers and Ga dangling bonds.

Experimentally,17 frequency dispersion of capacitance

versus gate voltage curves was observed with the existence

of Ga atomic charges corresponding to Ga2O3 at the inter-

face. This frequency dispersion could be eliminated by

removing Ga atom in Ga2O3 state using Si passivation inter-

layer so that only Ga atoms corresponding to Ga2O state

would be present. This experimental observation could be

explained by our Si-passivated Sii and SiHf interface models.

With the presence of Si interstitials or SiHf defects at the

interface, the charge state of Ga decreases from þ1.24 to

þ0.59 or þ0.73-0.80 (see Table I), and this charge state

change corresponds to the trend of experimentally assigned

phase transformation from Ga2O3 to Ga2O at the interface.

Therefore, our model could explain the experimental find-

ings16,17 and provide an important insight on the nature of

Si-passivation at high-k/III�V interfaces.

IV. CONCLUSION

The atomic structures and electronic properties of the

interfaces formed between GaAs substrate and HfO2 gate

dielectric are investigated by first-principles calculations.

The O9 interface model shows that partially oxidized Ga

atoms, As�As dimers and Ga dangling bonds occur at the

optimized interface driven by charge redistributions of par-

tially saturated interfacial bondings. These structural features

of reconstructed O9 interface generate gap states to pin the

Fermi level. In the study of Si passivation, SiHf interfaces

show the better thermodynamic stability than Si interstitials

at the interface, but the kinetic process of Si interlayer for-

mation (from deposited a-Si layer) may leave some Sii as

metastable interface defects. The 1�5SiHf interfaces show

increasing stability as the interfacial SiHf density increases,

and all of them show the removal of the gap state originating

from the interfacial Ga partial charge states (corresponding

to the flatband located in the lower gap region of bulk

GaAs). For these SiHf interfaces, As�As dimers remain in

the optimized interface structures, and the gaps states in the

upper region of GaAs bandgap are still present. In the study

of the metastable Sii interfaces, Si interstitials are also shown

to remove the gap states near the VB edge by reducing the

Ga oxidation state. Furthermore, As�As dimers and Ga

FIG. 4. (Color online) (a) and (b) Left

and right panels represent the band

structures and density of states (DOS) of

the 5SiHf and 4Sii interface, respectively.

The dotted region indicates the projected

GaAs bulk band. The inset figures of (a)

and (b) depict the partial charge distribu-

tion plot of interfacial bands for the

5SiHf and 4Sii interface, respectively.

The electron density is 0.5�10�2 e Å�3

and 3.0�10�2 e Å�3, respectively. The

Ga, As, Hf, O, and Si atoms are depicted

by light gray, purple, light blue, red, and

dark gray balls, respectively. Charge

density is in yellow. Fermi level is set at

0 eV.

FIG. 5. (Color online) Comparison of normalized total density of states of

the interfaces with increasing number of Si substitutional defects and O9

interface.
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dangling bonds could be effectively removed by Si intersti-

tials. However, Si�Si bonds are formed (3Sii and 4Sii) and

additional gap states are introduced below the GaAs conduc-

tion bandedge. In summary, both types of interface Si-passi-

vation are shown to remove the interface gap state near the

VB edge, but there still remain the gap states near the CB

edge. Finally, the density of state analysis has shown that the

increasing the interfacial Si density does not correspondingly

improve the interfacial gap states. These findings will pro-

vide a practical guidance for further investigation on the

GaAs/HfO2 interface passivation and experimental control

of the interfacial Si density for optimal passivation.
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